
Challenging issues were resolved for a mission-critical California project, thanks to extensive 
experience with the U.S. Department of Energy, in-depth knowledge of HVAC and electrical 
transmission and distribution systems, and familiarity with computing facilities.

Challenge
To meet the needs of tomorrow’s supercomputers, the National Nuclear Security 

Administration (NNSA) needed to upgrade the utility infrastructure at its Livermore, 

California, computing facility. The goal was to provide additional power and 

enhanced cooling to support future high-performance computers at the Lawrence 

Livermore National Laboratory (LLNL) Exascale Computing Facility.

This modernization project significantly expands the facility’s power and cooling 

capacity in preparation for the delivery of next-generation supercomputing 

hardware. With the improvements, the facility can accommodate supercomputers 

capable of doing at least 1 quintillion (a billion billion) computations per second. 

This type of computing has the potential to drive future discoveries across multiple 

scientific fields, resulting in a profound impact on everyday life.

Project Stats

Client
Lawrence Livermore National 
Laboratory (National Nuclear 
Security Administration)

Location
Livermore, California
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Solution
Although the LLNL computing center holds some of 
the world’s largest, fastest and most advanced classified 
systems, the facility’s existing power and cooling 
capacity was unable to handle the next generation of 
high-performance computers.

This project called for doubling the capacity of the building’s 
electrical and cooling infrastructure. Our design team was 
hired to plan, design and provide engineering support during 
construction of the utility systems and support facilities. The 
project was handled in two phases. The initial site preparation 
phase consisted of design and construction support for 
removing light poles, rerouting utilities, removing buildings 
and clearing the site in preparation for the second phase. 
The second phase included detailed design and construction 
support of a new utility substation and electrical distribution 
system, an 18,000-ton process water cooling plant, and a 
process cooling water distribution system.

Engineering solutions were developed for civil, structural, 
architectural, mechanical and electrical systems. The design 
solution included the addition of an electrical substation 
with accompanying overhead power distribution. A process 
cooling water (PCW) plant composed of cooling towers, heat 
exchangers (HX), pumps, underground and overhead piping 
and controls with supporting underground utilities were also 
included in the design.

The new electrical substation consists of two transformers 
— each 40/50/60 MW — and reduces the utility-supplied 
voltage of 115-kV down to 13.8-kV. The addition of this 
substation increases the facility power supply from 45 MW to 
85 MW. A new aboveground, parallel 115-kV transmission line 
is routed to the new substation yard from new utility poles 
interconnected 3,000 feet away.

With the substation constructed in a tight space, its 
development required working closely with the Western Area 
Power Administration (WAPA) to coordinate outages and 
reroute power. A highlight of the partnership included using 
a single set of poles to develop parallel power feeds through 
the substation to the computing center. This move increases 
redundancy and resiliency by providing backup power should 
one of the power lines fail. During work on this aspect of 
the project, several utility poles needed replacing and pole 
availability threatened the project’s deadlines. Leveraging our 
relationship with a nearby utility, LLNL was able to secure the 
poles needed and continue the project on schedule.

The process cooling water meets American Society of 
Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) W3 grade water standards and will be utilized to 
provide direct cooling of the high-performance computers 
using 86°F process water. Six modules of cooling towers, 
pumps and heat exchangers are being used to provide the 
heat rejection requirements. One module is entirely redundant. 
A new six-cell, 28,000-gallons-per-minute (GPM) cooling 
tower was constructed on the site. The cooling tower is 
installed over a concrete basin with a collection trough and 
sump pump with vertical turbine pumps for circulating the 
tower water to the process cooling water heat exchangers.

Two water loops were created — one open loop for the 
cooling towers and one closed loop for the process water, 
separated by plate heat exchangers. The process cooling 
water loop is constructed of stainless steel 30 inches in 
diameter, plus combination below- and aboveground 
piping. The below- ground piping is direct-buried 
and the aboveground piping is located on structural 
steel supports. The process cooling water loop uses 
cartridge-style fabric filters to keep the water clean for the 
high-performance computers.

A life cycle cost analysis and an hourly energy analysis 
were used to evaluate the most viable option of 12 different 
heat rejection configurations, including packaged cooling 
towers, field-erected cooling towers and fluid coolers. We 
recommended using a factory-fabricated and field-assembled 
counterflow cooling tower as the basis of our design because 
of the superior life cycle cost analysis. The cooling towers 
and variable frequency drives were procured early under 
a Government Furnished Equipment (GFE) bid package 
so the materials could be ready for assembly early in the 
construction schedule.

Results
Executing this expansion while the LLNL computing facility 
and site were still fully operational was challenging. In 
addition to handling dusty, congested site conditions and 
managing computer facility security and access issues, our 
team supported the project during the COVID-19 pandemic. 
In the early days of the pandemic, the West Coast was a 
coronavirus hot spot and traveling was severely restricted. 
Equipment shipments were delayed. Steel and other products 
were scarce. Site visits were limited and important factory 
acceptance tests were done virtually. Despite these difficulties, 
the project was completed on time and on budget.
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By using our extensive experience with the NNSA and 
Department of Energy, as well as knowledge of regional 
electrical transmission systems, the LLNL electrical 
distribution system, critical HVAC requirements and the 
existing computing facility, we solved complex issues for this 
mission-critical project. We also leveraged close working 
relationships with utility clients such as WAPA to see that the 
project was managed in a time-sensitive, efficient manner. 
As a result, this project has helped us secure additional 
design-build work from LLNL.
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About Burns & McDonnell
Burns & McDonnell is a family of companies 

bringing together an unmatched team of engineers, 

construction professionals, architects, planners, 

technologists and scientists to design and build our 

critical infrastructure. With an integrated 

construction and design mindset, we offer full-service 

capabilities. Founded in 1898 and working from dozens of 

offices globally, Burns & McDonnell is 100% employee-owned. 

For more information, visit burnsmcd.com.


